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ix

Preface

Electronic health records (EHRs) are a key component of the information 
technology revolution occurring in healthcare. EHRs can help improve the 
quality of healthcare and reduce healthcare costs. Most of the research efforts 
so far have studied the important and critical problem of standardization of 
EHRs and interoperability of healthcare information management systems. 
However, little work has been conducted on the problem of leveraging the 
rich information found in EHRs, which can improve the quality of medical 
practice at the point-of-care, or facilitate research. The information stored in 
EHRs is valuable for practitioners and researchers from the areas of medi-
cine, public health, nursing, law, and health insurance.

In this book, we study the problem of information discovery on EHRs, which 
involves (a) searching the EHR collection given a user query and  returning rel-
evant fragments from the EHRs and (b) mining the EHR collection to extract 
interesting patterns, group entities to various classes, or to decide whether an 
EHR satis�es a given property. An example of searching would be “�nd the 
patients related to ‘asthma.’” This seemingly simple query turns out to be chal-
lenging for many reasons. Should we rank higher a patient with “asthma” in 
the diagnosis of a past hospitalization, or a patient for whom “asthma” is men-
tioned in her medical history, or a patient whose EHR refers to “respiratory 
distress,” which is a term related to “asthma”? An example of mining would 
be “identify patients with high probability of developing asthma.” Answering 
this question involves learning correlations in the EHR collection and using 
classi�cation algorithms. Most of the book focuses on textual or numeric data 
of EHRs, where more searching and mining progress has occurred. We also 
include a chapter on the processing of medical images.

Information discovery on EHRs has some unique challenges compared to 
information discovery on other domains such as the Web or a bibliographic 
database. Some of these challenges are medical privacy concerns, lack of 
standardization for the representation of EHRs, missing or incorrect values, 
availability of multiple rich health ontologies, and the often small statistical 
samples. Addressing these challenges requires interdisciplinary collabora-
tion, which is often dif�cult to achieve, and this has led to relatively little and 
narrow public information on this important topic.

In this book, we have assembled an extraordinary interdisciplinary team 
including scientists from the areas of computer science, medicine, law, math, 
decision sciences, and biomedical engineering. The book, therefore, covers 
multiple aspects of information discovery on EHRs, such as ethics/privacy, 
EHR creation, and EHR processing.

To ensure consistent style and �ow across the book, I have, in addition 
to being the editor, coauthored four chapters, and closely reviewed the rest 
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x Preface

of the chapters. One of the key goals was to minimize the use of technical 
jargon in most of the book, so that readers from different disciplines and 
disparate backgrounds can appreciate the content. In each chapter, we have 
tried to push the technical material to the second half of the chapter, to allow 
both experts and nonexperts of the speci�c chapter’s material to satisfy their 
learning needs. Chapters present state-of-the-art research topics from the 
perspective of the chapter authors, but also present a survey of the achieve-
ments in that area.

The book is organized as follows. Chapter 1 presents an overview of 
the Extensible Markup Language (XML), which is the data model adopted 
by most of the recent EHR formatting standards. Chapter 2 presents an 
overview of EHRs, including what information they include, how they are 
formatted, and what software systems manage them. Chapter 3 de�nes 
the term “information discovery,” clari�es related terminology, and pres-
ents an overview of the challenges and solutions in different aspects of 
information discovery on EHRs. Chapter 4 discusses data quality and 
integration issues in EHRs, including how EHRs are created, which help 
the reader better understand the processing and discovery challenges 
of EHRs. Chapter 5 discusses the ethical, legal, and social issues around 
EHRs, which must be known to everyone who processes or manages EHRs. 
Chapters 6 to 10 present in detail various aspects of information discovery 
on EHRs. Chapters 6 and 7 discuss the problems for searching and min-
ing EHRs, respectively. Chapter 8 focuses on how data mining techniques, 
such as those discussed in Chapter 7, can be adapted in a way that the pri-
vacy of the data is preserved; that is, speci�c data for a speci�c patient are 
not revealed. Chapter 9 investigates a different setting, where EHR data 
are collected or processed by mobile devices. The real-time data analysis 
needs are also discussed. Finally, Chapter 10 tackles the problem of search-
ing and processing medical images, and in particular the problem of medi-
cal image segmentation.

Target Audience

A key goal set before the writing of this book was to make it appropriate 
for multiple disciplines and a wide audience. This is why we tried to mini-
mize the technical jargon and explain the used terminology where possible. 
Some chapters are more technical than others. In particular, we believe that 
Chapters 1 to 5 are appropriate for any audience with basic scienti�c back-
grounds. In Chapters 6 to 10, which are more technical, we tried to contain 
the more technical material to the second half of the chapter, in order to 
allow nontechnical readers to absorb the key ideas of the chapters.
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The following are some examples of the target audience of this book.

Medical informaticians, who are interested on how the EHR data •	
can be searched and mined
Computer science students and researchers, who want to make the •	
jump to healthcare research
Medical students who want to learn about EHRs and the way they •	
are leveraged to extract useful knowledge
Medical, statistical, or other types of researchers who study medical •	
trends or patterns
Medical, computer science, or information technology students tak-•	
ing a course on “mining medical data”

Vagelis Hristidis
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1

1
Overview of XML

Fernando Farfán and Vagelis Hristidis

1.1 Introduction

XML, which stands for Extensible Markup Language, is a general purpose 
language that allows the creation of other new languages to be used in sev-
eral domains. It is �exible, simple, and designed to meet the challenges of 
large-scale electronic publishing, facilitating the exchange of data among 
heterogeneous computer systems (particularly over the Internet), while 
maintaining the capability of being human-readable.

XML uses a combination of notes and special symbols (called “markup”) 
to express information about the data itself. These markups are basically 
strings of characters called tags, which are put together to delimit the main 
portions of data, called elements.

XML is extensible because it lets users to de�ne their own tags, element 
types, and overall document structure. This extensibility has allowed the 
development of many application languages for a large number of applica-
tion domains, ranging from Mathematics (MathML [1]), Graphs and Graphics 
(GraphML [2]; GML [3]; SVG [4]), Finance (FIXML [5]; FinXML [6]; SwiftML 
[7]), Internet-related languages (RSS [8]; XHTML [9]), to medicine (CDA [10]).

CONTENTS

1.1 Introduction ....................................................................................................1
1.1.1 Does XML Have Semantics?.............................................................3
1.1.2 Related Work and Further Readings ...............................................4

1.2 XML versus HTML ........................................................................................5
1.3 XML versus Relational Data Model ............................................................7
1.4 XML Syntax ....................................................................................................8
1.5 XML Schema ................................................................................................. 10
1.6 XML Parsing ................................................................................................. 11
1.7 XML Querying ............................................................................................. 12
1.8 XML Advantages and Disadvantages ...................................................... 12
1.9 Chapter Summary ....................................................................................... 13
References ............................................................................................................... 13
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2 Information Discovery on Electronic Health Records

Figure 1.1 shows an example of an XML document. An XML document 
consists of the following:

  XML elements. XML elements are the basic building blocks of XML 
markup. Lines 5 to 8, for example, correspond to a name XML ele-
ment. The elements may be seen as containers. Each element may 
have attributes, and may contain other elements, character data, or 
other types of information. This containment speci�es the structure 

FIGURE 1.1
Sample XML document.
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Overview of XML 3

and hierarchy to the document. The ClinicalDocument element that 
starts in line 2, for example, contains all the other XML elements in 
the document; the elements in lines 6 and 7  contain text data. The ele-
ment in line 9 includes two attributes, code and  codeSystem, but does 
not contain any further information; it is called an empty element.

  Tags. Each element is delimited with a start-tag and an end-tag. 
Line 5 corresponds to the start-tag of the element name, whereas 
line 8 corresponds to the end-tag of the same element. We can see 
how the start-tag “opens” the container that is later closed by the 
end-tag. In the case of empty elements, a pair of start-tag/end-tag can 
be used, or it could be represented by an empty-element tag abbrevia-
tion, as it is the case in line 9. The attributes are always included in 
the start-tag, as seen in the element in line 3.

  Attributes. Element attributes describe the properties of an ele-
ment. Each attribute is comprised of a name-value pair. For 
example, the start-tag in line 9 has two attributes: code=”M” and 
codeSystem=”2.16.840.1.5.1”. code is an attribute name and “M” is its 
attribute value. Attribute values must be character strings. Note that 
it is often a design decision whether a piece of information is repre-
sented as an attribute or as a subelement.

It is important to understand that XML is not a programming language; 
hence XML does not do anything by itself. XML is a data representation 
format.

The syntax (format) of XML is standardized and formally de�ned by the 
World Wide Web Consortium (W3C) [11], which is supported by large soft-
ware vendors as well as the academic community. This is a key reason for 
the success of XML.

According to the W3C [12], the key characteristics of XML are

XML is a markup language much like Hypertext Markup Language •	
(HTML).
XML was designed to carry data, not to display data.•	
XML tags are not prede�ned. You must de�ne your own tags.•	
XML is designed to be self-descriptive.•	
XML is a W3C Recommendation.•	

1.1.1 Does XML Have Semantics?

XML has a strict and formally de�ned syntax, which speci�es when a docu-
ment quali�es to be an XML document. Furthermore, an XML element has 
a tag that generally speci�es the type of the element and some value. For 
instance, in Figure 1.1, we can tell that “Peter” is the “name” of a “patient.” 
However, all of these factors do not mean that XML has semantics. This is a 
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4 Information Discovery on Electronic Health Records

common misunderstanding. Intuitively, the reason is that a computer does 
not know what a “patient” is. Furthermore, two persons may use different 
tag names to denote the same real-life entity, for example, “patient” versus 
“client” for a hospital database. To add semantics to XML data, we need to 
de�ne the semantic meaning of the XML tags. One popular means of doing 
this is by using ontologies (which will be discussed in Chapter 2).

1.1.2 Related Work and Further Readings

The W3C [11] is an international organization devoted to the de�nition of Web 
standards. This consortium, which was formed by industry giants, academia, 
and the general public, creates standards for the World Wide Web. Within these 
standards and recommendations, W3C has de�ned markup languages such as 
Standard Generalized Markup Language (SGML) [13] and XML [14], as well as 
technologies and query languages around XML, such as the Document Object 
Model [15] for document parsing, XML Path Language [16] and XML Query 
Language [17]. Also, application and domain languages based on XML have been 
de�ned by the W3C, such as Extensible Hypertext Markup Language [9], Scalable 
Vector Graphics [4], and the Resource Descriptor Framework (RDF; [18]).

The storage of XML documents has received attention from academia and 
industry, with several directions being followed. Many independent works 
have studied new native storage solutions for XML [19], or created native 
XML databases and storage systems, such as Lore [20], TIMBER [21], Natix 
[22, 23], and eXist [24]. Another direction exploits the maturity of relational 
systems to store XML [25]. Some of these works include STORED [26] and 
those carried out by Florescu and Kossmann [27] and Tatarinov et al. [28]. 
Moreover, major commercial Relational Database Management Systems 
(RDBMSs), such as Microsoft SQL Server [29], Oracle [30], and IBM DB2 [31], 
provide support to store and query XML data.

In addition, XML schema has been considered as an adequate means to 
close the gap between relational databases and XML. Some works exploit 
XML schema to create mappings from XML to RDBMSs [32], or to represent 
relational data as XML [33, 34].

Several query languages for XML have been developed by W3C, such 
as XPath [16] and XQuery [17]. A large amount of scholarly work has been 
devoted to optimizing the processing of XPath and XQuery queries. Works 
on optimizing XPath query processing include BLAS [35], the Natix project 
[23, 36], and the work done by Barton et al. [37]. Similarly, XQuery process 
optimization has been addressed by May et al. [38] (Natix), Zhang et al. [39] 
(Rainbow), and Liu et al. [40].

Another popular topic in XML research is the study and optimization of 
XML parsing, which especially considers tree-based representations of XML 
documents. Nicola and John [41] have identi�ed the XML parsing process 
as a bottleneck to enterprise applications. Their study compares XML pars-
ing in several application domains to similar applications that use relational 

C9038.indb   4 11/12/09   4:47:57 PM



Overview of XML 5

databases as their backend. Operations such as shredding XML documents 
into relational entities, XPath expression evaluation, and XSL Transformations 
[42, 43] processing are often determined by the performance of the underly-
ing XML parser [41], limiting the massive embracement of native XML data-
bases into large-scale enterprise applications.

Noga et al. [44] presented the idea of lazy parsing. The virtual document tree 
can potentially be stored on disk to avoid the preparsing stage; however, the 
virtual document tree has to still be read from disk. Schott and Noga [45] 
applied these ideas to XSL Transformations. Kenji and Hiroyuki [46] have 
also proposed a lazy XML parsing technique applied to XSL Transformation 
stylesheets, constructing a pruned XML tree by statically identifying the nodes 
that will be referred to during the transformation process. We extended these 
ideas and developed a double-lazy parser [47, 48], which treats both phases of 
the DOM processing (preprocessing and progressive parsing) in a lazy fashion.

Lu et al. [49] presented a parallel approach to XML parsing, which initially 
preparses the document to extract the structure of the XML tree, and then per-
form a parallel full parse. This parallel parsing is achieved by assigning the pars-
ing of each segment of the document to a different thread that can exploit the 
 multicore capabilities of contemporary CPUs. Their preparsing phase is more 
relaxed than the one proposed by Noga et al. [44] and that we use throughout 
our work; this relaxed preparsing only extracts the tree shape without addi-
tional information, and is used to decide where to partition the tree to assign 
the parsing subtasks to the threads. This partitioning scheme differs from 
ours since it is performed after the preparsing phase is executed, whereas ours 
is performed a priori, with the objective of optimizing such  preparsing stage.

There have been efforts in developing XML pull parsers [50] for both Simple 
API for XML (SAX) and DOM interfaces. Also, a new API [51] has been pre-
sented that is built just one level on top of the XML tokenizer, hence claiming 
to be the simplest, quickest, and most ef�cient engine for processing XML.

Another important direction related to XML is the de�nition of languages 
that represent semantics such as the RDF [18]. RDF provides a technique for 
describing resources on the Web. Hence, this development has spanned top-
ics such as generation of metadata [52], storage and querying of RDF schemas 
[53], and use of RDF for network infrastructure [54].

1.2 XML versus HTML

Although both XML and HTML may look alike, there exist important differ-
ences between them. Both XML and HTML are derived from SGML. SGML 
is an older and more complex markup language, codi�ed as an international 
standard by the International Organization for Standardization (ISO) as ISO 
8879. HTML is, indeed, an application of SGML, and a new version of HTML 
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6 Information Discovery on Electronic Health Records

4, called XHTML, is an application of XML. Although SGML, HTML, XML, 
and XHTML are all markup languages, only SGML and XML can be consid-
ered metalanguages—they can be used to create new languages (HTML is a 
single and prede�ned markup language).

Figure 1.2 presents a sample HTML document showing information similar 
to that in Figure 1.1. Although the document looks similar to that in Figure 1.1, 
we observe that the set of tags used here is different: the head element in 
line 2 contains general information (metainformation) about the document, 
and the body element in line 6 contains all the contents in the document. The 
rest of the elements in the HTML document are presentation-oriented, and 
hence we have the elements h1, h2, and h3 (lines 7, 8, and 28, respectively) that 

FIGURE 1.2
Sample HTML document.
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Overview of XML 7

correspond to different levels of header formatting in the document. HTML 
tags are prede�ned and have speci�c presentation meaning, whereas XML 
tags are de�ned by the user and have no speci�c presentation meaning.

We can observe how even when the captured information is similar, the 
HTML document does not describe any logical structure or semantics about 
what the document is about, whereas the XML document richly describes 
the data it contains. The tags in the XML document directly correspond to 
concepts in the domain of electronic health records.

It is important to say that XML is not a replacement for HTML. Both were 
designed with different goals: HTML’s goal is to display data and it focuses 
on how data looks; XML’s goal is to transport and store data, focusing on the 
data content and not on its presentation.

1.3 XML versus Relational Data Model

In database management, the relational model is, nowadays, the dominant 
model for commercial data processing applications. Originally proposed by 
E. F. Codd in 1970 [55], this model speci�es that the data are stored in the 
database as a collection of Tables (formally, mathematical relations). Each 
Table (relation) can be seen as a set of records (tuples) [56]. The relational 
model uses a schema to model the data in terms of table name, name of each 
�eld, and type of each �eld.

For example, we can create a relation to store the information about patients 
in a hospital as follows:

Patients(patient_id: integer, first_name: string, last_name: string,
date_of_birth: date, gender: string)

This schema speci�es that each tuple in the Patients relation has �ve �elds, 
whose names and types are explicitly indicated. An example instance (con-
tent at a speci�c time) of this relation is depicted in table 1.1.

One of the advantages of XML over other data models is its ability to exchange 
data between heterogeneous platforms. In contrast to proprietary systems and 

TABLE 1.1

Sample Instance of a Patients Relation

Patient_Id First_Name Last_Name Date_of_Birth Gender

60135 Jacqueline Jones 2002-02-12 Female
76638 Andrew Smith 2003-05-25 Male
76639 Jason Smith 2003-06-18 Male
76640 Melinda Galvin 2004-01-12 Female
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8 Information Discovery on Electronic Health Records

formats, whose data are incompatible among others, XML data are stored in 
plain text in a standardized format, which provides software and hardware 
independence in storing and sharing data. Moreover, as discussed previously, 
XML combines the data schema and the instance of the data in the same �le. 
This self-containment also makes XML more appropriate for data exchange 
than other data models such as the relational model. The structure of XML 
�les also makes it a convenient means to represent complex hierarchical data.

1.4 XML Syntax

We now present the basic syntactic elements of XML. For a complete and 
detailed overview, see World Wide Web Consortium [14], Birbeck et al. [57], 
and W3Schools [12]. In addition, an annotated version of the �rst edition of 
the XML Recommendation is given by Bray [58].

As shown in Figures 1.1 and 1.2, XML elements and their content look very 
similar to those of HTML. But looking further, it becomes obvious that XML 
documents provide more information within the document, since the ele-
ment types (tags) give additional information about the data.

All XML documents that follow certain basic rules speci�ed in the XML 
1.0 Recommendation [14] are known as well formed [57]. To be well formed, 
an XML document must follow more than 100 rules; however, most of them 
are trivial. To summarize, an XML document is well formed if it satis�es the 
following conditions:

Every start-tag has a matching end-tag. Moreover, all elements must be •	
properly nested (no overlapping in element de�nitions), and there are no 
instances of multiple attributes with the same name for one element.
It conforms to all rules of XML speci�cation, meaning that start-tags •	
and end-tags are always matched, there is no overlapping in ele-
ments, attributes have unique names, and markup reserved charac-
ters are properly escaped.
It has a unique root element, with all the elements forming a hierar-•	
chical tree under the root element.

Tree representation of XML. A special exception to the hierarchical tree prop-
erty cited in the last bulleted item may be achieved when internal links are 
introduced to the �le. XML has mechanisms to introduce internal and exter-
nal pointers. For example, an ID/IDREF attribute combination can be used to 
establish a link from one element to another. For example, the  document in 
Figure 1.1 includes an ID/IDREF link: the content element in line 39 has an ID 
attribute that is referenced by the IDREF attribute in line 23. In this case, the 
document cannot be represented as a hierarchical tree, but becomes a graph.
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As discussed, the XML document can be represented as a hierarchical tree. 
In this model, every XML element is represented as a node, and the parent-
child relationships between elements are captured as edges. We call these 
containment edges. The use of ID/IDREF attributes creates an additional edge 
between elements that are not directly connected by a parent–child relation-
ship. We call these edges ID/IRDEF edges. This introduces a new edge into the 
representation and transforms the tree into a graph, since a cycle is created 
within the graph. ID-IDREF edges dramatically complicate the processing of 
XML data given that many algorithmic problems, such as shortest path and 
proximity search, become very expensive if we move from trees to graphs. 
Figure 1.3 shows the tree representation for the document in Figure 1.1. Note 
how we have an ID/IDREF edge between the content element (line 39) and 
the reference element (line 23).

ClinicalDocument
(2)

component
(12)

patient
(4)

id
(3)

name
(5)

given
(6)

family
(7)

genderCode
(9)

birthTime
(10)

code
(16)

Observation
(19)

Observation
(29)

title
(17)

entry
(18)

entry
(28)

entry
(36)

SubstanceAdministration
(37)

consumable
(41)

text
(38)

code
(20)

originalText
(22)

value
(32)

content
(39)

manufacturedProduct
(42)

manufacturedLabeledDrug
(43)

code
(44)

reference
(23)

ID/IDREF

value
(21)

code
(30)

value
(31)

StructuredBody
(13)

component
(14)

section
(15)

FIGURE 1.3
Tree representation of the XML document in Figure 1.1.
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10 Information Discovery on Electronic Health Records

1.5 XML Schema

In general, we can think of data schema as the detailed description of rules 
and constraints that data instances have to comply in order to be valid. In 
addition to being well formed, an XML document can, in occasions, meet 
certain further validity rules. In this case, the document is said to be valid. 
A valid XML document is a well-formed document that also complies with 
a Document Type De�nition (DTD; [59]) �le or XML Schema �le [60]. Note 
that the validity of an XML document can only be checked against an XML 
schema.

DTD was the �rst method used to specify the schema of XML documents. 
A DTD �le speci�es a set of rules that de�ne how the data in the XML docu-
ment should be structured, by de�ning a list of valid elements and attributes, 
what attributes can describe each element, and the nesting of the elements.

Figure 1.4 shows a fragment of the DTD document that speci�es the valid-
ity of the XML document shown in Figure 1.1.

FIGURE 1.4
DTD speci�cation for the XML document in Figure 1.1.
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A more recent approach to specifying the structure of XML documents 
is XML Schema. This is a W3C Recommendation aimed to provide a more 
powerful and �exible language by which to de�ne the XML document struc-
ture. XML Schema is more expressive than DTD, allowing new features such 
as richer speci�cation of data types (e.g., nonNegativeInteger vs. PCDATA), 
namespaces and number, and order of child elements. XML Schemas are 
themselves XML documents, which is another advantage since there is no 
need to learn a new language to specify the structure of the document. XML 
Schema provides an object-oriented approach to de�ning the data schema.

For a detailed description of DTDs and XML Schema, see Birbeck et al. [57].

1.6 XML Parsing

In computer science and linguistics, the process of analyzing a sequence of 
tokens to determine the grammatical structure with respect to a given for-
mal grammar is called syntactic analysis or parsing. In the case of XML, this 
means that the XML �le is analyzed and the sequence of tokens is checked 
to validate that all the constraints noted in the previous section about XML 
syntax are satis�ed. As the document is parsed, the data contained in the 
document is made available to the application that is parsing it [61].

The XML 1.0 Recommendation [14] de�nes two levels of parsing:

 1. Nonvalidating makes sure that the document is well formed, but does 
not require an external schema to be present.

 2. Validating Ensures that the document is both well formed and valid, 
according to a DTD or XML Schema.

Another distinction between parsers is the implementation that they use 
to process the data:

Tree-based parsers•	 . This class of parsers creates an in-memory repre-
sentation of the XML tree. This allows user-friendly navigation of the 
tree, but may require large amounts of memory to represent the tree.
Event-driven parsers•	 . The data are processed sequentially, and the 
data component is handled one at a time. The memory requirements 
are minimal, but the interface may not be as user-friendly.

Two popular representatives of these two parsing implementations are the 
Document Object Model [15, 62] and the SAX [63], respectively. As with many 
other solutions to real-world problems, the vast number of possibilities and 
requirements make these two approaches necessary and compatible. Every 
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different scenario can bene�t from these implementations or a combination 
of both. In general, DOM is easier to program with, whereas SAX is more 
ef�cient and scalable.

1.7 XML Querying

Another mechanism of accessing XML data is to use query languages. 
Several query languages have been proposed, again covering a vast range of 
requirements. Two of the most popular XML query languages are XPath [16] 
and XQuery [17].

XPath is a language for selecting nodes from an XML document, and is 
based on the tree representation of the XML document, providing the abil-
ity to navigate the XML tree. XPath also provides a series of functions for 
manipulating strings, numbers, Booleans, and node sets.

XQuery, on the other hand, is a query language designed to access an XML 
document or a collection of XML documents in a manner similar to what a 
relational database does with relations. XQuery tries to exploit the �exibil-
ity and hierarchical structure of XML documents. By de�ning its own data 
model and algebra, XQuery uses path expressions (based on XPath), condi-
tional expressions, and complex constructs, recursion, and other mechanisms 
to deliver a powerful, yet easy-to-learn query language. XQuery is generally 
more complex than SQL, which is used for querying relational databases, 
and hence it has so far not been widely accepted in practice.

1.8 XML Advantages and Disadvantages

Now that we have presented XML, we can summarize the advantages and 
disadvantages of this data model.

One of the advantages for XML that has majorly contributed to its pop-
ularity is its orientation to data exchange. XML has been designed to be 
platform independent by storing its contents as data �les. This reduces the 
complexity of exchanging data, by allowing XML documents to be shared 
among incompatible platforms, making it resistant to software or hardware 
updates.

XML is also de�ned to be self-contained: both metadata and data are 
included in the XML document. Hence, there is no need to store any addi-
tional resources to interpret the data.

XML is standardized. It was created as a W3C Recommendation, 
backed up by the industry giants and academic researchers, and accepted 
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by the community in general. This has also contributed to its quick 
popularization.

XML can represent complex, nested data in scenarios where representing 
the same on relational databases would be extremely cumbersome.

On the other hand, the expensive processing and querying of XML docu-
ments is also its major drawback. The need for large amounts of memory and 
processing power to parse and query XML data makes it unfeasible for some 
con�gurations.

Also, to date there is still no popular and ef�cient XML-native database 
systems. Instead, all the major RDBMS vendors, such as Oracle, IBM DB2, 
and Microsoft SQL Server, incorporate XML storage modules.

Moreover, in many cases, the complexity and overhead of XML makes it 
simply suboptimal for simple and small environments.

1.9 Chapter Summary

In this chapter, we have introduced the XML, which has revolutionized the 
manner in which data are stored, exchanged, and processed in distributed 
systems. We have reviewed the XML syntax, data model, and semantic 
aspects of its de�nition.

We reviewed some related work, both in industry and academia, which 
are based in XML or extend XML in new and more powerful directions. We 
also compared XML and HTML, outlining the differences in approach and 
syntax of these two languages.

We talked about XML storage, parsing, and querying, and based on this 
we identi�ed the advantages and disadvantages of this metalanguage, which 
has become the lingua franca of the World Wide Web.
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